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## Theorem [Gordan's Lemma]

Let $C \subset \mathbb{R}^{d}$ be the cone generated by $x_{1}, \ldots, x_{n} \in \mathbb{Z}^{d}$. Then $C \cap L$ is an affine monoid $M$, i.e. a finitely generated submonoid of $\mathbb{Z}^{d}$.
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## Theorem

There are only finitely many irreducible elements in $C \cap L$ and they form the unique minimal system of generators, the Hilbert Basis.

## The Tasks of Normaliz: Hilbert Series

Second main task: Count lattice points by degree Hilbert (Ehrhart) function
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## The Tasks of Normaliz: Hilbert Series

Second main task: Count lattice points by degree Hilbert (Ehrhart) function

$$
H(M, k)=\#\{x \in M \mid \operatorname{deg} x=k\}
$$

Hilbert (Ehrhart) series

$$
H_{M}(t)=\sum_{k=0}^{\infty} H(M, k) t^{k}
$$

Theorem [Hilbert-Serre, Ehrhart]

* $H_{M}(t)$ is a rational function.
${ }^{*} H(M, k)$ is a quasi-polynomial for $k \geq 0$.
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1. Integer Programming
2. APPROXIMATION
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    3: while \(\mathcal{S} \neq \emptyset\) do
    8: if IP \((\star)\) is solvable for \(T\) then
    \(y \leftarrow\) optimal solution of \((\star)\)
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Algorithm Bottom Points
3: while $\mathcal{S} \neq \emptyset$ do
8: if IP $(\star)$ is solvable for $T$ then
9: $\quad y \leftarrow$ optimal solution of $(\star)$
10: $\quad$ store $y$ into $\mathcal{B}$
11: $\quad$ for all hyperplanes $H_{i}$ of $T$ do
12:
13:
14:
$T_{i} \leftarrow \operatorname{cone}\left(y_{1}, \ldots, y_{i-1}, y, y_{i+1}, \ldots, y_{d}\right) \quad \mathcal{B}=\{(1,2),(1,1)\}$
15: return $\mathcal{B}$
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## Integer Programming

Algorithm Bottom Points
3: while $\mathcal{S} \neq \emptyset$ do

8: if IP $(\star)$ is solvable for $T$ then $y \leftarrow$ optimal solution of $(\star)$
10: $\quad$ store $y$ into $\mathcal{B}$
11: $\quad$ for all hyperplanes $H_{i}$ of $T$ do
12:
13:
14: if $y \notin H_{i}$ then

$$
\begin{aligned}
& T_{i} \leftarrow \operatorname{cone}\left(y_{1}, \ldots, y_{i-1}, y, y_{i+1}, \ldots, y_{d}\right) \quad \mathcal{B}=\{(1,2),(1,1)\} \\
& \quad \text { store } T_{i} \text { into } \mathcal{S}
\end{aligned}
$$



15: return $\mathcal{B}$

$$
\min \left\{N^{T} x \mid x \in S \cap \mathbb{Z}^{d}, x \neq 0, N^{T} x<N^{T} x_{1}\right\}
$$

We triangulate the lower facets of $\operatorname{conv}\left(\mathcal{B} \cup\left\{x_{1}, \ldots, x_{d}\right\}\right)$ and evaluate this triangulation with the usual Normaliz algorithm.
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## Results

|  | hickerson-16 |  | hickerson-18 |  | knapsack_11_60 |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: |
| simplex vol | 9.83 e 7 |  | 4.17 e 14 |  | 2.8 e 14 |  |
| bottom vol | 8.10 e 5 |  | 3.86 e 7 |  | 2.02 e 7 |  |
|  | (1) | (2) | (1) | (2) | (1) | (2) |
| our vol | 3.93 e 6 | 3.93 e 6 | 5.47 e 7 | 8.42 e 7 | 2.39 e 7 | 9.36 e 9 |
| factor | 25 | 25 | 7.62 e 6 | 4.95 e 6 | 1.09 e 7 | 2.99 e 4 |
| old time | 2s |  | $>12 \mathrm{~d}$ |  | $>8 \mathrm{~d}$ |  |
| new time | 0.5s | 0.4s | 46s | 50s | 5s | 2m30s |
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Partial Fourier-Motzkin:
no significant improvment, even in the non-simplicial case

